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Abstract

Subjects were required to attend to a combination of stimulus modality (vision or audition) and location (left or right). Intermodal attention was measured by comparing event-related potentials (ERPs) to visual and auditory stimuli when the modality was relevant or irrelevant, while intramodal (spatial) attention was measured by comparing ERPs to visual and auditory stimuli presented at relevant and irrelevant spatial locations. Intramodal spatial attention was expressed differently in visual and auditory ERPs. When vision was relevant, spatial attention showed a contralateral enhancement of posterior N1 and P2 components and enhancement of parietal P3. When audition was relevant, spatial attention showed a biphasic fronto-central negativity, starting after around 100 ms. The same effects were also present in ERPs to stimuli that were presented in the irrelevant modality. Thus, spatial attention was not completely modality specific. Intermodal attention effects were also expressed differently in vision and audition. Taken together, the obtained ERP patterns of the present study show that stimulus attributes such as modality and location are processed differently in vision and audition.

Descriptors: ERPs, Intermodal spatial attention, Cross-modal links

Research has indicated that focusing attention to a given location in space can be performed with relative ease (Hillyard & Anllo-Vento, 1998; LaBerge, 1995; Treisman & Gelade, 1980; Van der Heijden, 1992, 1993). Although it appears from these studies that selecting a stimulus based upon a spatial location is easier than a selection based upon nonspatial stimulus features such as color, shape, or intensity, most of these results are obtained from studies presenting stimuli to the visual modality only. Recently more and more studies have focused on attentional processes involved in selecting auditory stimuli (Alho, Töttölä, Reinikainen, Sams, & Näätänen, 1987; Alho, Woods, & Algazi, 1994; Benedict et al., 1998; McDonald & Ward, 1999; Michele, Bearpark, Crawford, & Glue, 1990; Schröger, 1994, 1996; Schröger & Eimer, 1993; Teder-Sälejärvi, Hillyard, Röder, & Neville, 1999; Woldorff, Hackley, & Hillyard, 1993), whereas other studies have addressed the attentional systems involved in selecting stimuli between modalities (Alho et al., 1994; Alho, Woods, Algazi, & Näätänen, 1992; Buchtel & Butler, 1988; De Ruiter, Kok, & Van der Schoot, 1998; Driver & Spence, 2000; Eimer & Driver, 2001; Eimer & Schröger, 1998; Spence & Driver, 1996, 1997a, 1997b; Talsma & Kok, 2001; Teder-Sälejärvi, Münte, Sperlich, & Hillyard, 1999; Woods, Alho, & Algazi, 1992).

Despite the recent advances made in revealing the attentional mechanisms involved in selecting a spatial location, a number of questions remain open. It has been proposed, for example, that attention can be conceived as a set of filters that are selecting information at various levels of detail (see Hansen & Hillyard, 1983; Heslenfeld, 1998). According to this view, the first of these filters selects a relevant domain, which can either be the input, output, or internal processing domain (LaBerge, 1995). Further filters are supposed to select a relevant modality (such as visual, auditory, or tactile), followed by a stimulus dimension (color, brightness), and finally a stimulus feature (e.g., the color purple). However, according to the above-mentioned filter model of attention, selection of a relevant modality will occur before any selection will take place at the level of stimulus dimension or stimulus feature. According to this view, stimuli presented to a modality that is not attended would not be processed after modality selection has taken place. It has been demonstrated, however, that stimuli presented at relevant and irrelevant locations, but to an unattended modality, yield significantly different physiological responses that should be attributed to an attentional selection mechanism operating on stimuli presented to the irrelevant modality (Eimer & Schröger, 1998).

These results raise a number of interesting questions. First, an important issue is whether or not stimuli presented to an unattended modality are processed beyond the point of initial selection. Second, the question remains whether modality specific
(sensory) brain areas perform intermodal attention or whether higher-order association areas are involved (Eimer & Driver, 2001). Third is the question of whether the presentation of stimuli to a nonattended modality has an influence on the processing of stimuli to the attended modality. Recent studies have shown, for instance, that the simultaneous, or near simultaneous, presentation of an auditory stimulus can influence the perceived temporal characteristics of a visual stimulus (e.g., Shams, Kamitani, & Shimojo, 2000; Vroomen & de Gelder, 2000). Similarly, visual stimuli are known to affect the perceived location of an auditory stimulus (e.g., Pick, Warren, & Hay, 1969; Platt & Warren, 1972). More recently, McDonald and colleagues (McDonald, Teder-Sälejärvi, & Hillyard, 2000; McDonald & Ward, 1999, 2000) have also shown that irrelevant sounds at a given location can enhance the perception of visual stimuli at that same location.

A possible way of studying these questions is to obtain event-related potentials (ERPs) to physically identical stimuli, while attention is selectively focused on specific combination of modality (visual or auditory; hereafter referred to as intermodal attention) and location (left or right; hereafter referred to as intramodal attention). Using this approach, a number of effects on ERP components are typically found. First we will briefly discuss the intramodal effects and then the intermodal effects.

For intramodal (spatial) attention to visual stimuli, these effects comprise a modulation of the early occipital P1 and N1 waveforms for relevant stimuli, contralateral to the location of the stimulus, an effect that is known as “Sensory Gain” (Eason, 1981; Eason, Harter, & White, 1969; Eason, Oakley, & Flowers, 1983; Harter, Aine, & Schroeder, 1982; Hillyard & Münte, 1984; Hillyard, Simpson, Woods, Van Voorhis, & Münte, 1984; Luck & Hillyard, 1994; Mangun & Hillyard, 1988; Neville & Lawson, 1987; Rugg, Milner, Lines, & Phalp, 1987).

The effects of spatial attention following early P1 and N1 modulations are less consistent, however. Some studies have reported modulations of occipital P2 and N2 waves, and sometimes the P3 component (Eason et al., 1969, 1983; Hillyard & Münte, 1984; Hillyard et al., 1984; Mangun & Hillyard, 1988). Other studies have reported slow negative potentials that were recorded over occipital sites (Harter et al., 1982; Hillyard et al., 1984; Rugg et al., 1987); sites located more anteriorly to the occipital ones (Mangun & Hillyard, 1988), or even anterior sites (Neville & Lawson, 1987).

For intramodal attention to auditory stimuli, the most pronounced effects can be found in the N1 latency range. Hillyard et al. (1984) have found that the N1 component was enlarged for attended stimuli. Later studies have shown that the effects of auditory attention comprise a broad negative slow wave, labeled “Processing Negativity,” ( Näätänen, 1982, 1990), that can partially overlap the N1, but also extend to a later latency range. It has been found that latencies tend to increase with decreasing stimulus discriminability. Unlike visual stimuli, however, no solid distinctions between ERPs for spatial and nonspatial forms of attention have been found for auditory stimuli. In addition, ERPs to auditory stimuli do not generally show a strong contralateral organization, as opposed to the organization of (early) visual ERPs. Although brain activity to monaural stimuli tends to show such a contralateral organization, this is clearly not the case for binaural stimuli, such as those used in the present study (Woldorff et al., 1999).

For intermodal attention Woods et al. (1992) found evidence in favor of the hypothesis that sustaining this type of selection depends primarily on processing in modality-specific brain areas. The main results of these experiments comprised modulations of the central N1 and P2 components for auditory stimuli when attention was directed to the auditory modality (as compared to auditory ERPs obtained in a condition where attention was directed to the visual modality). For visual stimuli, a negative shift over the contralateral occipital regions was found in the latency range of the N1 and P2 components in conditions where vision was relevant, as compared to conditions where audition was relevant. It should be noted, however, that Woods et al. used a headphone set to deliver their auditory stimuli, whereas a computer screen was used to present the visual stimuli.

Eimer and Schröger (1998) have argued that this procedure introduces a difference in the angle at which visual and auditory stimuli are presented, creating a possible confound, because differences between the processing of visual and auditory stimuli might be traced back to angular differences between visual and auditory stimuli. After Eimer and Schröger (1998) started presenting both visual and auditory stimuli from corresponding locations, they found that auditory attention can influence the processing of visual stimuli and that visual attention can similarly influence auditory attention. The latter result, however, was found only after the angle between the center of fixation and the stimuli was broadened to a sufficiently broad angle and matched for both visual and auditory stimuli (Eimer & Schröger, 1998, Experiment 2). Hillyard et al. (1984) also reported similar results. For auditory stimuli, a broad negativity (Nd) was found for stimuli appearing at attended locations. Moreover, these effects were present both in conditions where audition was the relevant modality and in conditions where vision was relevant. Although effects of auditory attention were observed in the attend visual conditions, it should be noted that the effects in the attend auditory conditions were larger than those in the attend visual condition. A similar pattern of results was found for visual stimuli, in this case consisting of an enhancement of the anterior N170 for stimuli presented at the attended location. Again, this result was found in both attend visual and attend auditory conditions, with effects in attend visual conditions being larger than those in the attend auditory conditions.

The main results of the experiments reported by Eimer and Schröger (1998) comprise significant negative deflections in a difference wave that was obtained when responses to stimuli presented at attended locations were subtracted from responses to stimuli at irrelevant locations. These deflections were found between about 200 and 400 ms and occurred when the stimuli were presented to the attended as well as the unattended modalities. For the visual as well as the auditory stimuli, the differences between relevant and irrelevant locations were present at Fz, Cz, and Pz, even though the exogenous ERPs were the largest at posterior sites for visual stimuli and at fronto-central leads for the auditory stimuli.

In both the studies of Woods et al. (1992) and Eimer and Schröger (1998), visual and auditory ERPs were characterized by distinct scalp topographies. The auditory ERPs revealed mostly a fronto-central scalp distribution, whereas the visual ERPs were mostly distinct on the occipital leads. Hence, it is very well possible that although auditory attention has an influence on the processing of visual stimuli and visa versa, as shown by Eimer and Schröger, the neural processes underlying the intermodal selection process are mediated by the corresponding sensory brain areas for the visual and auditory modality.

The present study has the following aims. First, it will analyze timing differences between intra- and intermodal attention. Second, it will try to answer the question of whether or not location selection processes also take place within unattended modalities.
Third, it will describe scalp potential distributions for both intra- and intermodal attention to visual as well as auditory stimuli. Fourth, it will analyze whether or not stimuli presented to a nonattended modality distract attention from processing stimuli presented to the attended modality.

To reach these goals, we used an intermodal variant of the filter paradigm, in which ERP recordings were made while subjects perceived mixed streams of visual and auditory stimuli. Visual stimuli consisted of white squares that were flashed briefly to the left or right side of a computer display and auditory stimuli consisted of short tones that were presented from a loudspeaker attached to either the left or right side of the display. Prior to each session, participants were instructed to selectively attend to one of the four stimuli while ignoring all others. In addition, a manual response to an occasional target stimulus, which was presented with a longer duration, was required for stimuli within the attended channel. In the present study, participants were instructed to attend to all four stimuli once, whereas in the Hillyard et al. (1984) study, participants attended only to either the visual or the auditory stimuli. In addition, the present study recorded more EEG channels, thus allowing us to investigate the topographies in more detail than what could be established in previous studies.

The present study also differs from the work of Eimer and Schröger (1998) in that we instructed participants before each session which modality and location had to be attended, whereas Eimer and Schröger used a symbolic cue that provided these instructions on a trial-by-trial basis. In one condition, both visual and auditory stimuli were presented regardless of which modality was attended (from here on referred to as the “mixed modality” condition), whereas in the second condition, only stimuli of the attended modality were presented. For instance, when subjects were instructed to attend to a visual stimulus, only visual stimuli were presented. Contrasting responses to relevant modality stimuli in these two conditions allowed us to investigate the potentially distracting influence of stimuli presented to a nonattended modality.

Based on our previous studies on nonspatial intermodal attention (De Ruiter et al., 1998; Talsma & Kok, 2001), we expect that effects of intermodal attention start earlier, and remain significant longer than effects of intramodal attention, to both visual and auditory stimuli. De Ruiter et al. suggested that selecting between two modalities operates on a relatively coarse level of sensory analysis, as compared to selecting among other stimulus features such as color, orientation, and texture within, for example, the visual modality. One could therefore assume that intermodal selection occurs relatively early in the processing hierarchy. Hence, we expect that differences resulting from intermodal attention will manifest themselves on earlier ERPs than those differences resulting from intramodal attention.

Evidence with regard to the brain areas involved in intermodal attention seems currently somewhat inconclusive. Although a number of studies (Hillyard et al., 1984; Eimer & Schröger, 1998; Eimer & Driver, 2001; Spence & Driver, 1996, 1997a, 1997b) have demonstrated significant cross-modal links between visual and auditory attention, it has also been shown (Woods et al., 1992) that visual stimuli elicit a pattern of responses that has a significantly different distribution than the response pattern elicited by auditory stimuli. These observations hold for both the time courses as well as the scalp topographies elicited by visual and auditory ERPs.

A number of studies have shown that prefrontal (e.g., Fuster, 1997) and anterior cingulate (e.g., Gitelman et al., 1999) areas have a supervisory coordinating role in various processes, including attention. Moreover, it is known that these connect to sensory areas through thamic pathways, as well as through cortico-cortical pathways (e.g., Brunia, 1999; LaBerge, 1995). It is therefore possible that the observed ERP differences between relevant and irrelevant stimuli are a reflection of differences in neural activity in perceptual areas, but that those areas are controlled by prefrontal or cingulate areas. It is possible that the location selection mechanism operates in parallel on both the visual and auditory modalities and hence it can be expected that differences between relevant and irrelevant locations will be found for the attended as well as the unattended modalities. Because the influence of a higher-order attentional selection mechanism supposedly projects to the sensory brain areas, we therefore also expect that the effects of location selection will be found over the occipital areas for visual stimuli and over the fronto-central areas for the auditory stimuli.

The present design allowed us to investigate the potentially distracting influence of stimuli presented to the irrelevant modality by comparing the processing of relevant and irrelevant stimuli in both the single and mixed modality conditions. As of yet, not much work has been done on this field, although it should be noticed that De Ruiter et al. (1998) and Talsma and Kok (2001) used a similar approach in a nonspatial task. Neither of these studies found any significant evidence, however, for a potentially distracting role of stimuli that were presented to the irrelevant modality. Based on these findings, it is therefore expected that no significant differences will be found between the single and mixed modality conditions.

Method

Participants

Nineteen healthy participants took part in the experiment (age 18–41, mean 22; 9 men and 10 women). All participants had normal or corrected-to-normal vision and normal hearing capabilities. Participants took part in the experiment as part of a requirement for their introductory course in psychology.

Stimuli

The experiment consisted of two different task conditions, denoted as the mixed and single modality task conditions. In the mixed modality task, visual and auditory stimuli were presented in random succession, with a randomly varying interstimulus interval (ISI) between 417 and 817 ms. In this task, streams of two different visual and auditory stimuli were presented. Both visual and auditory standards stimuli were presented with a 50-ms duration. The visual stimuli consisted of white squares1 subtending a visual angle of about 2.3°, presented randomly and with equal probability to the left or right side of a visual display, at an angle of 15° from the center of fixation. The auditory stimuli consisted of pure tones (sine waves: 65 dB(A), linear rise and fall time 10 ms, frequency 1000 Hz) and were also presented randomly and with equal probability to the left and right hemifields, using a set of loudspeakers that were mounted to the sides of the visual display. Although care was taken to minimize the angle between the location of the visual and auditory stimuli, due to technical limitations, the auditory stimuli were presented at a slightly larger angle of about 16°.

1To enable a comparison of ERP responses to visual stimuli in attend-visual and in attend-auditory conditions, visual stimuli with a relatively low information load were used. The use of such relatively large stimuli helps counteract potential problems arising when subjects tend to defocus during the attend-auditory part of the experiment.
Visual and auditory stimuli were presented randomly with equal probability. Prior to each block, participants were instructed to attend to stimuli of the designated modality at either the left or right location, to ignore all other stimuli, and to respond by pressing a button to an infrequent target stimulus (25% of all stimuli) in the designated modality and at the designated location. Targets were defined as stimuli with a slightly longer duration. For the visual stimuli, this duration was 200 ms, and for the auditory stimuli, it was 100 ms. The difference in duration for visual and auditory targets was based on prior pilot studies and ensured approximately equal discrimination difficulty for visual and auditory targets. Note that the same durations were also used in the Talsma and Kok (2001) study. Each block of trials consisted of 560 stimuli (140 stimuli per combination of modality and location; 105 of these were presented with the standard duration and 35 were targets presented with the longer duration).

The single modality task differed from the mixed modality task in that only the visual stimuli were presented when participants had to attend to the location of the visual stimuli. Similarly, only auditory stimuli were presented when participants had to attend to the location of the auditory stimuli. In the single modality task, each block of trials consisted of 280 stimuli and the ISI varied between 417 and 1,234 ms. These ISIs were chosen to ensure that the distribution of time intervals between successive stimuli in the single modality task was almost identical to the distribution of intervals that separated consecutive stimuli of the same modality in the mixed modality task condition.

**Apparatus**

Visual stimuli were presented on a 21-in. computer display, located at a distance of 56 cm, directly in front of the participants’ eyes. Stimuli were presented using a 100-MHz pentium personal computer, running an in-house developed application for stimulus presentation. Electroencephalographic (EEG) signals were continuously recorded using 32 electrodes mounted in an electrocap. We used the following locations: FPz, AFz, Fz, Cz, Pz, Oz, F1, F2, F3, F4, F5, F6, FC1, FC2, T7, T8, C3, C4, CP1, CP2, PO3, PO4, O1, O2. These electrodes were referenced against the participants’ right ear lobe. Impedance was maintained by deriving an electro-oculogram (EOG) from two electrodes placed approximately 1 cm above and below the participant’s right eye. The EEGs and EOGs were fed to a Nihon-Kohden Neurotop amplifier, bandpass filtered at 35 Hz using a time constant of 2.5 s and digitized with a sample frequency of 250 Hz. All data were stored digitally for off-line analysis.

**Procedure**

The order in which the tasks (single versus mixed modality) were presented was balanced randomly across participants, and also the order in which the attention conditions within each task were presented varied randomly. Furthermore, at the beginning of each block of trials, a new stimulus order was randomly generated, thus providing each participant a fresh stimulus sequence. After attachment of the electrodes, participants were given a number of practice trials, to assure they understood the paradigm and make them comfortable with the stimulus material. At the beginning of each block, participants were instructed to attend to one specific combination of modality and location (e.g., the squares presented to the left side of the screen), and to respond only to the relevant target stimulus, which was presented with a longer duration (e.g., the squares on the left side of the screen that were presented for 200 ms). They were further instructed to respond as quickly as possible while maintaining a low error rate, to minimize blinking, to fixate on a centrally presented fixation cross, and to minimize bodily movements. Eye movements were mainly monitored using the EOG, which was checked for saccadic eye movements (see below). In addition, a closed circuit video camera system was checked by the experimenters at regular intervals to verify that the participants also maintained fixation throughout blocks of trials. To collect a sufficient number of trials, each condition was presented twice to each participant. This resulted in a total of eight blocks of trials for the mixed and eight blocks of trials for the single modality task.

**ERP averaging procedure.** Time-locked epochs of 1,024 ms (256 samples), including a prestimulus baseline of 100 ms, were selectively averaged. Only those epochs that contained no amplifier saturations, artifacts (50 μV amplitude deviation per 4 ms), horizontal eye movements, or behavior errors were included. Saccades were detected by computing the first derivative of the HEOG channel and scanning this for voltage changes of at least 10 μV/ms for two consecutive intervals or more. This procedure was capable of detecting eye movements of about 2.5°. Remaining trials were corrected for eye blinks and small vertical eye movement artifacts (cf. Kenemans, Molenaar, & Verbaten, 1991). Subsequently the averages were corrected for possible overlap between successive trials using the ADJAR level 2 method. The ADJAR correction was used because ERPs in intermodal experiments are known to be particularly vulnerable to overlap between adjacent trials (Woldorff, 1993).

ERP responses to visual and auditory stimuli were separately averaged for two attentional levels of relevance in the single modality task and four attentional levels in the mixed modality task. For the single modality task, these levels were: attended/unattended location (denoted M+L+ and M+L−, respectively), whereas the mixed modality task comprised the following levels: attended modality/attended location (M+L+), attended modality/unattended location (M+L−), unattended modality/attended location (M−L+), and unattended modality/unattended location (M−L−). ERPs to stimuli presented to the left and right hemifields were collapsed for ipsilateral and contralateral recording sites (i.e., ERPs to a stimulus presented to the right visual field that were recorded at F3 were combined with responses recorded at P4 for stimuli presented to the left visual field).

**Topographical analyses.** ISO voltage maps were computed using the Brain Electrical Source Analysis (BESA) software package (Scherg & Berg, 1995). These maps were derived from different waves that were calculated from the grand average ERPs recorded at 30 electrode sites. The difference waves were obtained by subtracting the averaged ERP waveforms associated with the following attention conditions: M+L+ minus M−L− (effect of

---

2 Although the amount of trial overlap is not very large in the present study, during the shortest ISIs, trials partially overlap the negative-going slope of the P300, resulting in a small but consistent negative slope during baseline and the initial phase of the posterior visual ERPs. A comparison of the original and ADJAR corrected ERPs showed small but consistent changes in the slope of the initial phase of the ERP, with the above mentioned slope being greatly reduced.
spatial attention within the attended modality), M−L+ minus M−L− (effect of spatial attention within the unattended modality), M+L+ minus M−L+ (effect of intermodal attention at the attended location), and finally M+L− versus M−L− (effect of intermodal attention at the unattended location). Presentation of the maps was restricted to those time windows that had yielded significant effects of either intra- or intermodal attention. Previous inspection of the data had shown that the effects of attention were always distributed symmetrically or contralaterally with respect to the field of presentation of stimuli. Therefore (to simplify presentation of the data) the maps were collapsed over left and right visual fields. This was done by rearranging the positions of the electrodes in such a way that in the graphical representations, the left side of each map (relative to the scalp midline) always represented the hemisphere ipsilateral, and the right side of the maps (relative to the scalp midline) represented the hemisphere contralateral to the field of presentation of stimuli.

Results

Behavioral Data

Average response times for the correct responses and the percentage of misses and false alarms were calculated for each condition and subjected to a MANOVA analysis, with the following within-subjects factors, modality (two levels: visual versus auditory), location (two levels: left versus right hemifields), and task (two levels: single versus mixed modality). Table 1 shows the average response times and percentages of misses and false alarms in each condition. As can be seen from these data, the observed response times are about equal in each condition. Statistical analysis confirmed this observation by the absence of significant effects on the factors modality, F(1,18) = 0.75, p > .4, and location, F(1,18) = 2.38, p > .15. Moreover, no interaction between modality and location was found, F(1,18) = 0.76, p > .3, indicating that subjects performed equally fast in these conditions. However, for response times, a significant interaction effect occurred between task and modality, F(1,18) = 4.65, p < .05, which indicates that responses in the auditory conditions were significantly slower in the mixed than in the single modality task. With regard to accuracy measures (misses and false alarms) no statistically significant differences were found, which can be taken as evidence that subjects performed about equally accurately in all conditions.

Table 1. Mean Response Times, Percentage Misses, and False Alarms

<table>
<thead>
<tr>
<th></th>
<th>Visual Stimuli</th>
<th>Auditory Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Attend Left</td>
<td>Attend Right</td>
</tr>
<tr>
<td>Response times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>501 (67.4)</td>
<td>515 (66.4)</td>
</tr>
<tr>
<td>Single</td>
<td>504 (66.3)</td>
<td>516 (71.7)</td>
</tr>
<tr>
<td>False Alarms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>1.90 (1.97)</td>
<td>2.50 (2.74)</td>
</tr>
<tr>
<td>Single</td>
<td>1.63 (1.94)</td>
<td>1.65 (1.62)</td>
</tr>
<tr>
<td>Misses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>10.6 (11.0)</td>
<td>12.1 (10.7)</td>
</tr>
<tr>
<td>Single</td>
<td>10.9 (9.28)</td>
<td>13.2 (13.3)</td>
</tr>
</tbody>
</table>

Note: Response times in milliseconds. Standard deviations are given in parentheses.

Event-Related Potentials: Visual Stimuli

Mixed modality task. Figure 1 presents the average ERP waveform responses to visual stimuli for the mixed modality task. Inspection of the waveforms suggests that visual attention had the following two effects: (a) a broad negativity that affected N1 and P2 components (around 200 ms after stimulus onset) and (b) a broad positivity affecting P3 (around 400 ms after stimulus onset). The N1 component had a clear contralateral distribution at the posterior parietal scalp sites. Statistical analysis was performed using a within-subjects MANOVA. The analysis was run on consecutive samples of the individual average ERP waveforms, starting at stimulus onset and ending at 908 ms after stimulus onset, that is, the end of the averaging window. Following Guthrie and Buchwald (1991), significant effects are reported only for extended runs of eight samples or more. These analyses were run on data obtained from the P3/4 and F3/F4 electrode pairs. Prior visual inspection of the data had suggested that effects to visual stimuli were most prominent over the P3/P4 electrodes and auditory effects over F3/F4. To differentiate between intra- and intermodal forms of attention, four planned comparisons were run at each consecutive sample. The following comparisons were conducted: M+L+ versus M+L−, M−L+ versus M−L− (intramodal attention), M+L+ versus M−L+, and M+L− versus M−L− (intermodal attention).

Table 2 depicts the time ranges that were found significant in these analyses and Figure 2 presents the difference waveforms that are associated with intra- and intermodal attention. Furthermore, topographical maps associated with time slices that had yielded significant effects of intra- and intermodal attention are displayed in Figure 3.

Effects of intramodal attention. The first comparison concerned the effect of intramodal (spatial) attention when vision was the relevant modality (M+L+ vs. M+L−). At the P3 and P4 locations, significant effects were found for the three latency ranges that corresponded with epochs in which the N1 and P2 components (around 200 ms after stimulus onset) and P3 components (around 400 ms after stimulus onset) were maximally active. Spatial attention caused an increased negativity of the N1 and P2 components, as well as an increased positivity of the P3 (see Figure 1 and Figure 2, upper part). The onset of the early effect was around 180 ms after stimulus onset. Further inspection of Figure 3 shows that the negative modulation of N1 and P2 components had a contralateral posterior distribution around 200 ms after stimulus onset, whereas the P3 enhancement effect had a symmetrical parietal distribution. In addition, a later effect, between about 600 and 730 ms after stimulus onset was found, which corresponds to late slow wave activity (see Figure 1).

Spatial attention also showed an effect at the P3 and P4 locations when vision was not the relevant modality (see Figure 2, upper part). This observation was confirmed by significant effects of intramodal spatial attention for the M−L+ versus M−L− contrasts at the P3 and P4 electrode positions in the 176–236 time area. No significant effects of the same contrasts were obtained in the late (P3) region. To summarize, when vision was not the relevant modality, the statistically significant effects were earlier but smaller, and as we will see below, also more robust at frontal electrodes.

At the F3 and F4 electrode sites, a slightly different pattern of results was found. Here, spatial attention effects started somewhat later when vision was the relevant modality, and affected mainly P2, P3, and late slow wave activity (see Table 2 and Figure 1).
Visual ERPs, Mixed Modality Condition

However, when vision was not the relevant modality (M−L+ vs. M−L− contrast), effects of attention actually started earlier at the F3 and F4 locations than at P3 and P4 sites (see Table 2). These effects include P1/N1 components as well as late slow wave activity (see Figure 1).

Effects of intermodal attention. At the P3 and P4 electrode positions, intermodal visual attention caused similar effects on ERP components (negative modulation of N1 and P2 and enhancement of P3, respectively) as intramodal visual attention (see Figure 2, lower part). The onset of this effect was slightly earlier than

### Table 2. Overview of the Latency Ranges for the Visual Stimuli for which Significant Amplitude Differences Were Obtained in the Mixed Modality Task

<table>
<thead>
<tr>
<th>Intramodal Attention</th>
<th>Intermodal attention</th>
</tr>
</thead>
<tbody>
<tr>
<td>M+L+ vs. M+L−</td>
<td>M−L+ vs. M−L−</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>F3 and F4</td>
<td></td>
</tr>
<tr>
<td>240–304 ms</td>
<td>52–88 ms</td>
</tr>
<tr>
<td>432–492 ms</td>
<td>120–216 ms</td>
</tr>
<tr>
<td>548–888 ms</td>
<td>465–552 ms</td>
</tr>
<tr>
<td>P3 and P4</td>
<td></td>
</tr>
<tr>
<td>184–272 ms</td>
<td>176–236 ms</td>
</tr>
<tr>
<td>360–452 ms</td>
<td>360–464 ms</td>
</tr>
<tr>
<td>604–732 ms</td>
<td></td>
</tr>
</tbody>
</table>

Note: Effects were considered significant when statistical tests (using 1,18 degrees of freedom) showed α < 5% for runs of eight or more consecutive samples. Results were obtained from F3 and F4 (top) and P3 and P4 electrodes (bottom). M+: relevant modality; M−: irrelevant modality; L+: relevant location; L−: irrelevant location.
the onset of intramodal spatial attention, namely at 176 ms after stimulus onset. Statistical analysis further verified that the negative modulation of N1 and P2 occurred not only in the condition when visual stimuli were presented at the attended spatial location \( M_{1}L_{1} \) vs. \( M_{2}L_{1} \) contrast; see Table 2 but also when these stimuli were presented at the unattended spatial location \( M_{1}L_{2} \) vs. \( M_{2}L_{2} \) contrasts, 156–220 ms after stimulus onset. Note also that the onset of the effect of modality relevance was slightly
earlier (around 156 ms after stimulus onset) when visual stimuli were presented at unattended than at attended locations (see also Figure 2, lower part). However, no late (P3 enhancement) effect of intermodal attention was found in the condition when visual stimuli were presented at unattended spatial locations.

At F3 and F4 electrode sites, we found a pattern of results for intermodal attention that was similar to that found at P3 and P4 locations. At attended (relevant) locations, we found that modality relevance affected the N1, P2, and P3 components (with a slightly later onset, as compared to the latency of these effects at the P3 and P4 sites), as well as late negative slow wave activity. At unattended (irrelevant) locations, intermodal attention effects were found in about the same latency range as at the P3 and P4 electrode sites, although this effect started earlier (at 136 ms after stimulus onset) at F3 and F4 and ended later (at 244 ms after stimulus onset) as compared to the effect at P3 and P4 locations.

The scalp distribution of the intermodal attention effect on N1 and P2 components was highly similar to the one that was obtained for intramodal attention (see Figure 2). Notice also that the negative modulation of the N1 and P2 components was again more pronounced at the posterior scalp sites contralateral to the attended field of presentation of stimuli. In conclusion, the visual ERP results indicated that intramodal (spatial) and intermodal visual attention affected almost the same areas in the ERP waveforms. These effects comprised an early negative modulation of the N1 and P2 components and a late positive enhancement of parietal P3. These effects appeared to be more strongly present in the condition when visual stimuli were presented at attended locations or when vision was the relevant modality. An important additional finding was that the early negative modulation of the N1 and P2 components was also present in ERPs to visual stimuli that were presented at unattended locations and in the condition when vision was not the relevant modality.

**Single versus mixed modality conditions.** To answer the question to what extent auditory stimuli could have interfered with the selection of location of visual stimuli, ERPs in the single and mixed modality tasks were compared with respect to the effects of spatial attention. Inspection of the average ERP waveforms suggested that the pattern of effects of visual spatial attention in the
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**Figure 3.** Scalp topographies (top) and C.S.D. maps (bottom) for the attention effects following visual stimuli, obtained at 200 ms (early effect) and 395 ms (late effect) after stimulus onset. Contour spacing is 0.1 μV for the potential maps and 0.05 μV/cm² for C.S.D. maps. Responses are collapsed across left and right presentation sides, such that the ERPs obtained at the ipsilateral and contralateral presentation side are combined in one figure, where the left side of each map represents the ipsilateral presentation side, and the right side of each map the contralateral.
single modality task was similar to the effects that were obtained in the mixed modality task. This can be observed clearly in the difference waveforms that were obtained by subtracting ERPs in the M+L− from ERPs in the M+L+ condition (see Figure 4). Notice that the early negative modulation of the N1 and P2 components and the subsequent positive enlargement of the P3 did not differ appreciably between the two tasks. The ERP measures derived from these two tasks were also subjected to a separate SPSS-MANOVA time slice analysis. This analysis was conducted on the ERP waveforms to M+L+ and M+L− stimuli, derived from the single and mixed modality tasks, using ERPs from P3 and P4 as well as F3 and F4 electrode pairs. The analysis contained the following within-subjects factors; task (two levels; single versus mixed) and attention (two levels; designated M+L+ and M+L−). This test was also performed on consecutive samples, from 0 to 908 ms after stimulus onset, and again, effects are reported only when they became significant on eight or more consecutive samples to reduce the possibility of type I errors (see Guthrie & Buchwald, 1991). Notice that especially the Attention × Task interactions are of theoretical importance here because they index to what extent the effects of spatial attention on the ERP waveforms differed between the single and mixed modality conditions.

Results of the analysis (see Table 3) confirmed the prior observations by showing that visual spatial attention affected approximately the same ERP epochs in the single and mixed modality task, at P3 and P4 locations, although in the single modality task, the P3 effect between about 350 to 450 ms after stimulus onset failed to reach significance.

At the F3 and F4 recording sites, similar effects were found for the M+L+ versus M+L− contrast on the single modality task and the combined single/mixed modality task. These effects consisted of a negative shift in P2 activity as well as a late negative slow wave. Note that these effects are similar to what we found in the mixed modality condition analysis (see above). The single modality analysis as well as the combined single/mixed modality analysis also show an early N1 effect (between about 128 and 168 ms after stimulus onset), which was not significant in the mixed modality task.

Importantly, no interactions between task and attention were found to be significant. This indicates that presentation of auditory stimuli in the mixed task did not interfere with processing of the spatial location of visual stimuli as reflected in the ERP waveforms. Note that these interactions were absent at both the P3 and P4 electrode pairs and at the F3 and F4 electrode pairs.

**Visual Difference Waves**

**Single vs. Mixed Modality Tasks**

![Figure 4](image_url)

*Figure 4.* Difference waves for visual stimuli, obtained by subtracting ERPs elicited by M+L− stimuli from ERPs elicited by M+L+ stimuli, in single and mixed modality conditions. Responses are collapsed across left and right presentation sides, such that the ERPs obtained at the ipsilateral and contralateral presentation side are combined in one figure. A selected number of channels are shown.
Table 3. Overview of the Time Slice Analyses for the Visual Stimuli for which Significant Amplitude Differences Were Obtained in the Single Modality Task. Also Shown Are the Interactions between the Single and Mixed Modality Tasks.

<table>
<thead>
<tr>
<th>Single Modality</th>
<th>Single vs. Mixed Modality</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3 and F4</td>
<td></td>
</tr>
<tr>
<td>128–168 ms</td>
<td>96–372 ms</td>
</tr>
<tr>
<td>224–332 ms</td>
<td>400–512 ms</td>
</tr>
<tr>
<td>536–908 ms</td>
<td>564–656 ms</td>
</tr>
<tr>
<td>P3 and P4</td>
<td></td>
</tr>
<tr>
<td>180–280 ms</td>
<td>284–328 ms</td>
</tr>
<tr>
<td>520–872 ms</td>
<td>404–476 ms</td>
</tr>
</tbody>
</table>

Note: Effects were considered significant when statistical tests (using 1.18 degrees of freedom) showed $\alpha < 5\%$ for eight or more consecutive samples. Results were obtained from F3 and F4 electrodes (top) and P3 and P4 electrodes (bottom). Attention: factor attention (M+L+ vs. M+L−); Task: factor task.

Event-Related Potentials: Auditory Stimuli

Mixed modality task. Figure 5 presents the ERPs to auditory stimuli in the mixed modality task. Attention effects had a fronto-central scalp distribution and were reflected in a prolonged negativity. The onset of this negativity was around 100 ms after stimulus onset, where it overlapped with the phasic N1 and P2 components. At posterior-parietal sites, attention became manifest in an enhancement of a late positive wave (P3) that peaked around 380 ms after stimulus onset. It can further be seen that the fronto-central negativity was much more pronounced in the condition when both the modality and location of auditory stimuli were relevant (M+L+) than in the other attention conditions. Attention effects were clearly reflected in two distinct negative phases peaking around 180 to 200 and 400 to 600 ms after stimulus onset (further denoted as Nde and Ndl). The late phase has a more frontal distribution than the early phase. Figure 6 further illustrates that the biphasic morphology was present in the difference waves that reflected effects of intramodal attention (relevant minus irrelevant spatial location; upper figures) as well as in the difference waves that reflected effects of intermodal attention (relevant minus irrelevant modality; lower figures). For intermodal attention, the Nde component seemed to be much more robust than for intramodal attention.

Similar to the analysis of visual ERPs, a series of SPSS-MANOVA time-slice analyses were conducted on auditory ERPs. These analyses were also based on ERPs obtained from the F3 and F4 sites, at which the attention effects were manifested most clearly as determined by visual inspection, and at P3 and P4 to compare auditory analysis to that of the visual stimuli. Lateral scalp sites were selected to verify if manipulations of auditory attention would also become manifest in differences between ERPs at the scalp sites contralateral and ipsilateral to the field of stimulation. Results of the overall MANOVA revealed significant effects of the factor attention (comprising four subconditions) over a very broad latency range (96 to 908 ms after stimulus onset) coinciding with the sustained negativity in the ERP waveforms. The absence of any Attention × Hemisphere interaction further indicated that the overall effect of auditory attention (as reflected in the Nde and Ndl components) was distributed symmetrically over the left and right fronto-central scalp sites.

Planned comparisons were run on consecutive time slices to analyze effects of intra- and intermodal attention on auditory ERPs. Table 4 presents the significant time ranges that were obtained in these analyses. Topographical maps associated with time slices that had yielded significant effects of intra- and intermodal attention are displayed in Figure 6.

Effects of intramodal attention. Inspection of the difference waves displayed in Figure 6 (upper part) indicates that the effects of spatial attention were much more pronounced when audition was the attended modality. Statistical analyses at the F3 and F4 electrode pair verified the significance of this effect (see Table 4). When audition was the relevant modality, spatial attention significantly affected ERPs in the two time areas, namely around 152 to 300 ms and 312 to 908 ms after stimulus onset (M+L+ vs. M+L− comparison). These latency ranges roughly corresponded to the early and late phases of the sustained negativity (Nde, Ndl) that are also clearly visible in Figure 5 and Figure 6 (upper part). It can further be observed from the topographical maps that the early phase had a symmetrical fronto-central negativity for stimuli presented at the relevant location, whereas the distribution of the late phase was somewhat more frontal (M+L+; see Figure 7).

Significant effects of spatial auditory attention at the F3 and F4 electrode pairs were also found in the condition when audition was not the relevant modality (M−L+ vs. M−L−). Although the attention effects were much smaller than those that were observed in the attend auditory condition, significant effects of spatial attention were obtained in two time areas, around 124 to 172 ms and 284 to 452 ms after stimulus onset.

At the P3 and P4 locations, only late effects were found significant. As can be seen from Table 4, spatial attention to auditory stimuli affected the P3 component (between approximately 320 to 420 ms after stimulus onset). Note that this effect was more pronounced when audition was relevant (M+) than when audition was not relevant (M−). Additionally, late slow wave differences of spatial auditory attention were found in the M+ conditions, but not in the M− conditions.

Effects of intermodal attention. Figure 6 (lower part) illustrates effects of intermodal attention (attended minus unattended modal-
Auditory ERPs, Mixed Modality Condition

Figure 5. Event-related potentials to auditory stimuli from a selected number of channels in the mixed modality task. Responses are collapsed across left and right presentation sides, such that the ERPs obtained at the ipsilateral and contralateral presentation side are combined in one figure. M+L+: Standard duration stimuli that were presented at the attended location, when audition was relevant; M+L−: Standard duration stimuli that were presented to the unattended location when audition was relevant; M−L+: Standard duration stimuli that were presented to the attended location when vision was relevant; M−L−: Standard duration stimuli that were presented to the unattended location when vision was relevant.

ity difference waves) in the conditions when auditory stimuli appeared at attended and unattended spatial locations. Effects of modality relevance were present in ERPs that were elicited by auditory stimuli at the attended spatial location. These effects became manifest in both an early phase (NdE, between 108 and 312 ms after stimulus onset) and a late phase (NdL, between 412 and 908 ms after stimulus onset) of the difference waveforms. Notice also that modality relevance had an earlier onset for ERPs to stimuli presented in the auditory than in the visual modality (Figure 2, lower part). A substantial NdE was also elicited by auditory stimuli that appeared at the unattended spatial location. Figure 7 further reveals that effect of intermodal attention on the early phase had a symmetrical fronto-central distribution whereas the distribution of the effect on the late phase was more frontal.

At the F3 and F4 electrode locations, statistical analyses (see Table 4) showed significant effects of intermodal auditory attention for latencies that spanned the areas between 108 to 312 ms (NdE) and 412 to 908 ms after stimulus onset (NdL), for stimuli presented at the attended locations (M+L+ vs. M−L+ contrast). Intermodal auditory attention also significantly affected the early phase (NdE) in the condition when stimuli appeared at unattended locations (M+L− vs. M−L− contrast, time area 120 to 196 ms after stimulus onset). No effect of intermodal attention was found for the late phase (NdL). Thus, in accordance with findings obtained for visual ERPs, the present results indicate that auditory intramodal and intermodal forms of attention became manifest in the same ERP components and were reflected in similar topographical distributions. The effect of intermodal attention had an earlier onset (around 96 ms after stimulus onset) for the auditory modality than for visual modality (around 180 ms after stimulus onset).

At the P3 and P4 electrode pair, intermodal attention to auditory stimuli yielded significant differences as well. At the relevant (attended) location, these effects consisted of increased negativities in the N1 latency range (between 128 and 236 ms after stimulus onset), an increased P3 (between 292 and 432 ms), and finally increased negative slow wave activity (between 548 and 812 ms after stimulus onset), when audition was relevant. At the unattended (L−) location, intermodal attention only caused a significant effect between 140 and 180 ms after stimulus onset, in the N1 latency range.

Single versus mixed modality conditions. Figure 8 presents the ERP difference waves that reflected effects of auditory spatial attention (ERPs in the M+L+ minus ERPs in the M+L− condi-
Auditory Difference Waves

Attended minus Unattended Location

![Figure 6. Difference waves following auditory stimuli, obtained by subtracting L− from L+ stimuli (top) and by subtracting M− from M+ stimuli (bottom). Effects are shown for a selected number of channels. Responses are collapsed across left and right presentation sides, such that the ERPs obtained at the ipsilateral and contralateral presentation side are combined in one figure.](image)

(simulation) superimposed for the single and mixed modality tasks. Similar effects of attention were found for ERPs elicited in the single and mixed tasks. In both tasks, spatial attention produced a sustained fronto-central negativity at the F3 and F4 electrode locations with a similar time course that started at around 110 ms after stimulus onset, which had a clear biphasic morphology. At F3 and F4, this effect remained significant throughout the entire remaining part of the interval. It can also be observed that the Nde was more...
pronounced in the single than in the mixed task. This became evident in significant Task × Attention interactions in the statistical analyses (see Table 5) for time slices in the time area between 164 and 264 ms after stimulus onset. In addition, some later interactions occurred between task and attention between 304 and 340 ms after stimulus onset (P3) and between 752 and 796 ms after stimulus onset (late slow wave activity).

At P3 and P4 locations, effects of attention were significant in much shorter intervals, namely between about 115 and 272 ms after stimulus onset (N1 and P2), and from about 500 to 860 ms after stimulus onset (see Table 5 for a detailed overview). In addition, in the combined single/mixed modality analysis, a P3 effect can be observed (between 320 and 404 ms after stimulus onset) that cannot be found in the single modality condition alone. At the P3 and P4 locations, one Task × Attention interaction was found, between 152 and 200 after stimulus onset.

### Discussion

Two attentional processes were investigated in this study, namely attending to the location of a stimulus (intramodal attention) and attending to the modality of a stimulus (intermodal attention). The relevant modality and spatial location of the stimuli were varied within subjects and specified prior to each block of trials (sustained attention).

With respect to intramodal attention, our study attempted to clarify to what extent intramodal spatial attention is based on modality-specific or supramodal mechanisms. It was predicted that if spatial attention is completely modality unspecific, effects of spatial attention should be expressed in the same way in the ERP components regardless of which stimulus modality is attended by the subjects. This would become manifest in (a) strong cross-modal effects of spatial attention, that is, ERP effects that are elicited by stimuli irrespective of whether their modality is attended or not; and (b) identical topographical distributions of ERP effects of spatial attention in vision and audition above the secondary (presumably supramodal) brain areas. A similar question was raised with respect to intermodal attention: Does attention to the modality of a stimulus involve modulation of activity in modality-specific auditory and visual brain areas, the secondary association areas, or a combination of both areas?

### Intramodal Attention

The present study supports the view that sustained spatial attention operates primarily on the basis of modality-specific mechanisms. This conclusion was based on the finding that spatial attention was expressed in early ERP components with scalp distributions that are typically associated with the visual and auditory modalities. For the visual modality, this involved modulation of the posterior N1 and P2 components. For the auditory modality, the early phase (Nde) of a fronto-central sustained negativity was enlarged by attentional processes. Note that the contralateral enlarged negativity of the N1 has also been reported in earlier studies on visuospatial attention and is believed to be generated by neural sources in extrastriate visual cortex (Eason, 1981; Hillyard & Münte, 1984; Mangun, Hillyard, & Luck, 1992; Wijers, Lange, Mulder, & Mulder, 1997). Such early auditory Nde effects have been reported to originate from the supratemporal auditory cortex (Naätänen, 1992; Woldorff et al., 1993).

In addition, there was also a considerable consistency in the morphology of the ERP waveforms, and the direction of attentional effects at frontal and parietal locations. For example, visual stimuli evoked N1 and P2 components at the (contralateral) P3 and P4 locations similar to those at the F3 and F4 locations. In addition, the negative deflection overlapping these components, related to selection, was similar at these locations. This pattern of results suggests that the effects of visual spatial attention were caused by one set of neural generators. For auditory stimuli, the attention-related negative deflections following the N1 component were also similar at frontal and occipital sites.

One should also notice that spatial attention effects to visual as well as to auditory stimuli were present in the M− conditions, that is, when these modalities were irrelevant. Although these effects of location relevance were, in general, smaller in M− conditions than in M+ conditions, they were consistently present. In this respect, the present results are consistent with prior studies showing that spatial attention maximally facilitates processing of stimuli at the attended location along with a weaker, yet consistent facilitation of early pathways of the unattended modality (Eimer & Schröger, 1998; Hillyard et al., 1984; Teder-Sälejärvi, Münte, et al., 1999).

At first sight, this finding appears to contradict our earlier conclusion that spatial intermodal attention is mainly performed by modality-specific (sensory) areas of the brain. However, it is

### Table 4. Overview of the Latency Ranges for the Auditory Stimuli for which Significant Amplitude Differences Were Obtained in the Mixed Modality Task

<table>
<thead>
<tr>
<th>Intramodal Attention</th>
<th>Intermodal Attention</th>
</tr>
</thead>
<tbody>
<tr>
<td>M+L+ vs. M+L−</td>
<td>M−L+ vs. M−L−</td>
</tr>
<tr>
<td>152–300 ms</td>
<td>124–172 ms</td>
</tr>
<tr>
<td>312–908 ms</td>
<td>284–452 ms</td>
</tr>
<tr>
<td>312–416 ms</td>
<td>328–452 ms</td>
</tr>
<tr>
<td>552–840 ms</td>
<td>548–812 ms</td>
</tr>
<tr>
<td>F3 and F4</td>
<td>108–312 ms</td>
</tr>
<tr>
<td>120–196 ms</td>
<td>128–236 ms</td>
</tr>
<tr>
<td>292–432 ms</td>
<td>548–812 ms</td>
</tr>
<tr>
<td>P3 and P4</td>
<td>140–180 ms</td>
</tr>
</tbody>
</table>

**Note:** Effects were considered significant when statistical tests (using 1,18 degrees of freedom) showed α < 5% for runs of eight or more consecutive samples. Results were obtained from F3 and F4 (top) and P3 and P4 electrodes (bottom). M+: relevant modality; M−: irrelevant modality; L+: relevant location; L−: irrelevant location.
well possible that the observed differences are originating from a bias in sensitivity in sensory brain areas that is set at the beginning of each task block by control mechanisms that are not specific to one modality (e.g., Brunia, 1999; Gitelman et al., 1999; LaBerge, 1990). See below for a more elaborate discussion of this topic.

**Intermodal Attention**

The present results are in agreement with the earlier findings of De Ruiter et al. (1998), Eimer and Schröger (1998), Woods et al. (1992), and Talsma and Kok (2001) that manipulation of intermodal attention in the auditory and visual modalities results primarily in modulation of modality-specific areas. The spatiotemporal pattern of ERP modulations in the present study further suggested that this involved the same areas that were affected by manipulation of visual and auditory spatial attention. Intermodal attention affected both early ERP components (visual: N1 and P2 components, auditory: Nde) and late components (visual: P3, auditory: Ndl). For the early ERP components, facilitatory effects of attending to the modality of the stimulus occurred also for stimuli presented at unattended location. This is an indication that these attention effects reflected a fairly early level of sensory processing. Furthermore, attentional enhancements of the late ERP components (visual modality: parietal P3, auditory modality: Ndl) only occurred for stimuli that shared both the relevant modality and location. This probably indicates that late ERP effects reflected a higher, probably supramodal, level of analysis.

**Intra- and Intermodal Interactions**

The presence of spatial attention effects in M− conditions can be explained by assuming that, although the expression of attentional
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**Figure 7.** Scalp topographies (top) and C.S.D. maps (bottom) for the attention effects following auditory stimuli. Contour spacing is 0.1 μV for the potential maps and 0.05 μV/cm² for C.S.D. maps. Responses are collapsed across left and right presentation sides, such that the ERPs obtained at the ipsilateral and contralateral presentation side are combined in one figure, where the left side of each map represents the ipsilateral presentation side, and the right side of each map the contralateral.
mechanisms is carried out by neural networks that are located in the sensory brain areas, presumably by modulating the sensitivity of neurons to specific stimulus features, these expression systems are in turn controlled by a higher-order control system (Hopfinger, Buonocore, & Mangun, 2000; LaBerge, 1990, 1995; Posner & Petersen, 1990). This control system, in turn, probably serves to signal the sensory areas of the visual or auditory system to either (a) boost processing of the whole sensory system (modality) in general, when this system is relevant, or (b) boost processing of a specific stimulus feature within one modality (see also Talsma and Kok (2001) for a similar conclusion). Stimulus location is generally considered to be a primary selection criterion (Hillyard & Anllo-Vento, 1998; LaBerge, 1995; Treisman & Gelade, 1980; Van der Heijden, 1992, 1993). When that is the case, it is possible that attention to a given location of stimuli in one modality activates not only the processing in the modality that is relevant at the moment, but also to the modality that is not relevant at the moment. Thus, one could say that, for spatially relevant stimulus attributes, there exist attentional links between vision and audition (Eimer & Driver, 2001; Eimer & Schröger, 1998; Hackley, Woldorff, & Hillyard, 1990;)

### Table 5. Overview of the Time Slice Analyses for the Auditory Stimuli for which Significant Amplitude Differences Were Obtained in the Single Modality Task. Also Shown Are the Interactions between the Single and Mixed Modality Tasks

<table>
<thead>
<tr>
<th>Single Modality</th>
<th>Single vs. Mixed Modality</th>
<th>Task</th>
<th>Attention</th>
<th>Task × Attention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attention</td>
<td></td>
<td>F3 and F4</td>
<td>120–908 ms</td>
<td>164–264 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>76–172 ms</td>
<td>304–340 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>752–796 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P3 and P4</td>
<td>112–272 ms</td>
<td>152–200 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>88–140 ms</td>
<td>320–404 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>508–868 ms</td>
</tr>
</tbody>
</table>

Note: Effects were considered significant when statistical tests (using 1,18 degrees of freedom) showed $\alpha < 5\%$ for eight or more consecutive samples. Results were obtained from F3 and F4 electrodes (top) and P3 and P4 electrodes (bottom). Attention: factor attention (M+L+ vs. M+L−); Task: factor task.
Spatial Selection: Mixed Versus Single Tasks
A final issue that deserves emphasis concerns the interpretation of effects of spatial attention that were observed for stimuli presented to the unattended modality. Were these cross-modal interactions indeed a reflection of an inherent property of spatial attention, or did they perhaps reflect that subjects divided to a certain extent their attention between the two modalities? The interpretation of effects of spatial attention to stimuli presented to the unattended modality becomes problematic if subjects indeed divided their attention between different modalities. The design of the present study made it possible to test this alternative interpretation because visual and auditory stimuli were presented in two versions, a single and a mixed modality version. By contrasting performance measures and ERP difference waves that reflected effects of spatial attention in these two tasks it was possible to verify whether they perhaps divided their attention to some extent between the two modalities.

Inspection of these single/mixed differences indeed raised the suspicion that visual and auditory tasks differed in the amount of interference that was caused by stimuli that were presented in the unattended modality. Two sets of results are worth mentioning here. First, when audition was the relevant modality, subjects were responding significantly more slowly in the mixed than in the single modality condition (see Table 1). Second, a comparison between the ERP difference waves (see Figure 8) indicated that, for auditory ERPs, spatial attention effects as reflected in the early Nde component were significantly smaller in the mixed than single modality condition. These single/mixed differences did not occur in the tasks when vision was the relevant modality (e.g., see Figure 4). The Nde is assumed to reflect early attentional processes such as the tuning of the attentional trace in auditory supratemporal cortex (Näätänen, 1992).

Thus, the attenuation of these processes in the mixed modality condition could mean that subjects found it relatively difficult to focus auditory attention in the mixed condition as compared with the visual task. A possible mechanism that could explain such a difference was already described in the previous section. If selection of spatial attributes is indeed more difficult to accomplish in the auditory than in the visual system, then it is also plausible that subjects suffered from more interference by stimuli presented to the other modality in the mixed version of the auditory task.

General Conclusions
To summarize, the present study has been successful in confirming the existence of symmetrical links between attention to vision and audition. That is, effects of location relevance were obtained in both visual and auditory modalities when these modalities were not attended. However, our results suggest that for visual stimuli these effects were somewhat larger than for auditory stimuli. The latter pattern suggests that the visual system is capable of selecting both relevant modality and location in parallel, whereas the auditory system selects modality prior to location, in a more serial and hierarchical fashion. This discrepancy could be explained by the fact that the visual system is inherently spatially organized, whereas this is not the case for the auditory system. Similarly, this difference in architecture of the visual and auditory systems can also explain why intermixing visual and auditory stimuli affected performance and ERPs following auditory stimuli, whereas performance and ERPs following visual stimuli were not affected when auditory stimuli were intermixed.
Scalp topographies of the attention effects showed distinct differences for visual and auditory selection. These topographies suggest that the selection processes are most likely occurring within the sensory visual and auditory brain areas. The existence of cross-modal links between visual and auditory attention, however, suggest that the selection processes in the visual and auditory cortices are under the control of a higher-order supramodal control process (see, e.g., LaBerge, 1990), which controls the sensitivity of the sensory areas.
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